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ABSTRACT 

Wrist wearable devices have become part of one’s daily requirement to track an individual’s heart 

rate, to keep a track of various health-related disorders. While a person is, exercising his heart rate 

may shoot up and give a false value due to the motion artefacts associated with it. Our main aim 

here is to reduce the motion artefacts to give an accurate heart rate. The PPG signal emits light, 

which is absorbed by the skin and a photodiode, which records all the changes in the bloodstream.  

PPG signal extracted from the photodiode is corrupted by the motion artefacts many algorithms 

are proposed to lessen motion artifacts we have proposed a deep learning technique to lessen the 

motion artefacts and denoising PPG signals. The PPG signal is extracted from the ECG signal 

considering a dataset, which is further preprocessed to clean the contaminated PPG signal. 

Denoising the PPG signal as a well-performing spectral examination to get a clean PPG signal. 

We perform feature extraction where all the necessary information is extracted and processed. PPG 

is extensively used owing to its being economical. Research is being done to extend the features 

of PPG to find the respiration rate, blood oxygen saturation. PPG signals work as a good alternative 

to ECG signals however, ECG signals give accurate values. We try to increase the effectiveness 

of our model to give accurate estimations for the detection of heart rate. The growth of wearable 

wrist devices has led to the innovation of acquiring clinical data. 

Keywords: PPG, ECG, Denoising, Motion Artifacts. 

1. INTRODUCTION 

 Estimation of accurate heart rate is a major concern these days as there are many chances of getting 

an erroneous result from PPG sensors due to motion artefacts (MA), our main aim here is to reduce 

motion artefacts to an extent to get an accurate heart rate. MA can be reduced by using various 
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algorithms like a priori algorithm; all these algorithms are used to reduce the error introduced by 

motion artefact. PPG signals go hand in hand with sensors in wristwatches to measure the heart 

rate while performing physical activity. 

  A photoplethysmogram emits a light signal to measure the heart rate and a photodetector 

that measures the heart rate back forth. These days even the younger generation is at risk of cardio, 

vascular diseases hence it is essential to keep track of blood flow, respiration rate, and oxygen 

saturation in the bloodstream. ECG signals are extracted by placing sensors on the chest as this 

process is tedious people are opting out for wrist wearable devices like smartwatches to track the 

heart rate. Motion Artifacts can corrupt the PPG signal while a person is doing some physical 

activity; our main goal is to determine accurate heart rate by reducing the background noise from 

the PPG signal. 

In comparison with ECG signal, PPG is more economical and convenient to use whereas 

in the case of ECG signal it gives an accurate value PPG is more commonly used as it is embedded 

in smartwatches to estimate the blood flow, oxygen saturation. In terms of accuracy and power 

consumption ECG, signals are most accurate for measuring overall cardiac activity. The challenges 

associated with PPG is that is affected by cancelling varied light conditions as well as different 

skin conditions alongside motion artefacts. PPG gives an accurate value where the concentration 

of blood vessels is more hence, it is necessary to place a PPG sensor in the appropriate place. 

With prolonged use of sensors, it may result in skin variations for persons with underlying 

skin conditions, ECG sensor can operate without the user’s participation whereas PPG sensor 

requires the user’s active participation as in a wearable wristwatch. PPG sensor in the wearable 

device is easy to install and convenient to use. The cardiac activity originating from the sinoatrial 

node is influenced by the electrical signals giving information about the heart activity. As the PPG 

signals are recorded daily, we can generate a screening of ECG activity, thus combining the 

convenience of usage from PPG and better accuracy of ECG making it easy to use as well as 

making it more reliable. 

Input to the PPG signals is a sequence of time signals and the resulting output consists of 

a sequence of physical functions. Here we use a machine learning technique to train the data to 

determine the ECG interval from selecting the attributes of the PPG signal. In this model, we 

design a method, which can train several classifiers with preprocessed ECG and PPG signals which 

results in a set of signals we then segment these signals into cycles which in turn maps the 

corresponding PPG activity with the ECG activity. 

The proposed model here helps in better understanding of ECG and PPG signal, the 

resulting signal is the same in comparison with the referenced ECG signal.  It provides a better 

understanding of the two ECG and PPG signals, a model to reconstruct ECG signal to PPG signal. 

PPG works on the principle of the pulse oximeter. Keeping track of the heart rate helps us in 

knowing the cardiovascular activity of the heart it is recorded that during any physical activity the 

heart rate increases resulting in a false result, our main aim here is denoising the PPG signal to get 
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an accurate value to track the heartbeat per minute. The PPG signal is contaminated by motion 

artefact (MA) thereby giving an inaccurate value. In this paper, we focus on estimating clean PPG 

signals from wrist-worn devices and implementing an algorithm to reduce the motion artefact 

(MA). 

 

Fig 1. Sample PPG signal 

When the PPG signal travels through our body it may interact with the blood flow. After a 

particular heartbeat. The muscles surrounding the heart need to split for the heart to beat again and 

the electrical signals may halt for a while for this to happen. We first preprocess the PPG signal 

and then align them into different pairs the data is fed to the training phase; we segment the data 

into different cycles. As the data from segmentation is modelled into different cycles, we then 

segment these into two cycles of equal length; we then normalize the PPG and ECG signals. 

Motion Artifacts occur because of the movement of the sensor on the wrist-worn devices 

when a person is performing any physical activity or when the sensor is deformed based on its 

daily usage. The variations in the blood flow are due to many factors like the amount the intensity 

of the flow of blood and various other skin conditions, the wavelength of light absorbed by the 

skin etc. 

Initially, the contaminated PPG signal from (MA) is fed to a filter that will preprocess the 

data from the signal and then the pair of data is segmented into different cycles. Statistical analysis 

is performed where the degree of certainty is determined, then the signal is checked for the quality 

to determine the presence of motion artefact if (MA) is detected then it is reduced by optimization 

algorithm and then the threshold is updated upon further filtering we get the required output. 

In our proposed model, we have two steps, the first stage is the training phase the second 

stage is the testing phase.  In the workflow training phase, the data is first preprocessed then the 

features are extracted using the feature extraction method the features extracted are then 

normalized then fed back into a classifier for the arrangement of the relevant features. During the 

testing phase, the data is preprocessed, which is then filtered with a filter and then it is labelled for 
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classification. The PPG sensor analyses the heart rate and tries to predict the outcome of the 

patient’s health. 

2. RELATED WORK 

Physiological changes that happen in a person’s body are used to determine a patient’s overall 

health, changes in cardiovascular activities, oxygen saturation in blood, blood pressure, diabetes. 

This can be recorded based on contactless methods like using a PPG sensor to track the heart rate. 

In [3] they have developed a model; a deep learning-based contactless method is used to determine 

the heart rate. Wrist-worn devices provide a cheap alternative to track the health of a patient. 

Various types of sensors are used to detect blood glucose levels, temperature sensors, heart rate 

detection sensors, sensors to measure oxygen saturation. By combining IoT and cloud, computing 

healthcare monitoring systems are developed. To monitor basic symptoms, the physician can 

connect with the patients using Wi-Fi, message services, Bluetooth transferring data from sensors 

to mobile applications. To monitor the blood glucose level [8] through a smartphone, the patient’s 

data is collected and stored in the cloud then by feature extraction they are segmented into three 

categories like normal, borderline and emergency cases. In [6] a respiration-monitoring framework 

was developed using sensors, data is collected using hardware and transmitted to the PPG signal, 

which is then analyzed to get the approximate respiration rate. By combining artificial intelligence 

and machine learning many techniques are developed using IoT healthcare systems. Le et al [9] 

developed a system based on IoT to keep track of novel coronavirus; here patient’s clinical data is 

collected from various IoT sensors the data is stored on the cloud by removing noise covid 19 is 

detected. Ali et al [14] proposed a system for predicting heart diseases using ensemble learning, 

the features are extracted and fused to collect the data and predict heart disease. Software 

architectures like COTS are used as user interfaces to different users and applications. In [7] PPG 

signals are the most economical and cost-efficient method to detect the patient’s heart rate from 

wrist wearable sensors, but these signals are sensitive to motion during physical activity resulting 

in an inaccurate value. In [15] data is collected from two PPG sensing devices and simultaneously 

collected three-axis accelerometers together mounted along with PPG sensor. The algorithm used 

here states that the data is first preprocessed estimating the (MA) and heart rate. Then filtering it 

further to get the desired result and then classifying them based on their previous task list for the 

activity to be performed. In the classification, phase the degree of contamination in the PPG signal 

depends on the extent of physical activity whether it is highly intense or less intense. The strength 

of the activity is proportional to (MA) contaminating the PPG signal. 

A heart rate estimation algorithm based on decomposing the contaminated PPG signal into 

useful parts and classified into various parts to improve the accuracy. In [11] the effect of motion 

artefact can be reduced by optimization algorithms. The slight motion of the body results in the 

form of motion artefact affecting the result obtained. In this model, the input is a contaminated 

PPG signal along with the three-axis accelerometer in three directions in the next step denoising 

is done using adaptive Fourier decomposition. The spectrum is reconstructed using (MA) removal 

algorithm the resulting output heartbeat is estimated in beats per minute (BPM). In the next phase, 
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the magnitude of the signal obtained is subtracted to estimate the noise that is there in it. A 

conjugate-based method is used to stabilize the equation. Here in this paper AFODSS algorithm is 

proposed to determine the heartbeat of a person by denoising the PPG signal to remove the (MA). 

By combining AFODSS along with IoT to develop a framework for detailed analysis of wrist 

wearable devices. The time complexity of the algorithms is as well utilized for the one giving the 

maximum computation. In [1] a deep learning-based technology for denoising contaminated PPG 

signals, a CNN based approach is used to train the dataset recorded for 12 individuals. ECG signals 

determine cardiac activity using sensors, which are placed on the chest, whereas PPG sensors can 

be used on the wrist-worn devices in smartwatches making it more economical. The output result 

of noisy PPG reaches many peak values in comparison with a clean PPG signal where we can see 

a single peak in value. In this Deep, learning-based algorithm the first stage is preprocessing which 

is then passed on to a filter that will reduce noise then a sliding window is used to segment the 

frames, a deep CNN based technique is used for denoising the signal. The contaminated ECG 

signal can be used in determining the PPG signal. 

This Deep Learn algorithm is used to train corrupted PPG signals along with clean PPG 

signals to train the algorithm, in this paper (MA) are reduced to an extent thus improving the 

accuracy in estimating the heart rate of a person during physical activity. In [8] using wireless 

sensors body wearable devices are minimized for effective use for determining the cardiovascular 

activity used as an alternative to ECG. In this paper [15] a Cor NET based technology for 

estimating the heart rate using one PPG signal recorded in random conditions based on the 

principles of Deep learning.  

A deep learning model is used which are segmented into regression and classification 

layers. The relationship between ECG and PPG layers is detected. The Cor NET based technology 

combines Cor NET with the LSTM technique to estimate the heart rate using 22 PPG signals. 

Research is carried out in building energy-efficient techniques to determine the heart rate. Wireless 

sensors are revolutionizing the use of wearable devices to estimate heart rate such as fitness bands, 

smart watches. In [18] a wiener filtering method is proposed for sensing the heart rate from a 

contaminated PPG signal by reducing the (MA) along with measuring the three-axis acceleration 

signal. Wiener filtering technique is employed to denoising the PPG signal by reducing the error 

by comparing it with the desired signal and estimating the accurate heart rate. This proposed 

algorithm shows the least error rate in comparison with the existing algorithms for estimating the 

accurate heart rate by using the wiener-filtering technique, concluding this as the reliable method 

to estimate the heart rate. These devices play a vital role in tracking patients’ health and help during 

the process of treatment of patients. 

Deep learning-based technology is used to estimate heart rate instantly by using PPG sensors 

thereby reducing motion artefacts. In [16] a deep learning neural network is used which combines 

convolutional layers along with LSTM, three connected layers, a deep learning framework is built 

to use power spectrum of light from PPG signal using three-axis acceleration signals. The resulting 
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power spectrum and three-axis acceleration signal to determine accurate heartbeat from a PPG 

signal. 

It has been shown that when the recovery rate is less, after a physical exercise there exists 

a possibility of coronary artery disease. Three to four wearable devices on the wrist are used to 

record the reading from medium to high rigorous activity the heartrate estimation with least error 

rate. In [13] a deep learning algorithm is proposed that approximates heart rate by (systolic blood 

pressure and diastolic blood pressure) using a convolutional neural network for feature engineering 

making it cost-effective. Estimating the large population affected by cardiovascular devices 

increase the performance of the proposed system suffering from cardiovascular devices and 

strokes. 

The proposed framework here has three stages one is processing, second is the model-

building phase third is the training and testing phase. A pp-net technique is proposed here that 

estimates the heartbeat along with blood pressure using a single PPG sensor. The feature 

extraction-based approach is used that saves the cost from feature extraction and feature selection 

process making it easier and cost-effective to use. In [19] a TROIKA based framework is used 

which works best with motion artefacts and denoising the PPG signal based on spectral tracking. 

The input data is fed to a band pass filter then the signal is broken down to a simpler format from 

a complex form. Then the signal is passed to a temporal difference to predict the future value of a 

signal from a small value. TROIKA works on a single bandwidth of PPG signal passed on to 

spectral peak value detector to get the desired output, providing more flexibility to wrist-worn 

devices. In [2] the reconstruction of PPG signals from ECG based on the model constructed and 

data accumulated. Measuring PPG signals from ECG signals from signal processing system for 

easily obtained PPG data. The changes in the blood volume can also be detected from PPG 

associated with each heartbeat. an efficient feature extraction method is used for hand movement 

recognition. Extracting the features collecting based upon the pattern recognition method for 

extracting features and segmenting the data based upon different hand movements.  

An artificial neural network layer is used to model a classifier to categorize different 

features. Reducing the dimensionality of data to improve feature selection using principal 

component analysis technique for accurate feature selection. To enhance the entire performance 

of the feature selection process. Improvising the method for different hand movements as well. 

Based on different hand movement recognition to determine the exact heart rate by reducing 

motion artefacts and improving the overall performance of the system. 

3. PROPOSED SYSTEM 

 PPG sensor is used in wrist-worn devices to measure heart rate, blood flow, and oxygen saturation. 

However, they suffer from motion artefacts (MA). PPG signals of varying wavelengths are used 

towards the removal of motion artefacts (MA) in determining the exact heart rate. PPG sensors 

used in wearable devices may be costly difficult to use, hence making it more economical and user 

friendly in our proposed system.  
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In the proposed model, the heart rate estimation based upon the PPG signal is classified 

into three stages, in the first stage preprocessing of the dataset, combining it with a 3-axis 

accelerometer signal. Statistical analysis of the resulting dataset, which is then passed on to a band, 

pass filter for (MA) reduction.  

 

Algorithm 1: Heart rate estimation algorithm from PPG 

1. Initialize 

2. Pre-processing the dataset obtained from the PPG signal  

3. Combine it with 3 axis accelerometer signals  

4. Statistical analysis of the resulting bandwidth 

5. Applying (MA) reduction band pass filtering technique 

6. Down sampling of the dataset after (MA) reduction 

7. Estimating the heart rate from wavelength tracking 

8.  Accurate Heart rate obtained after normalization. 

  

The PPG signal consists of noise, for effective estimation of heart rate we intend to decrease the 

noise associated with the PPG signal. Along with the three-axis, the accelerometer signal is used 

with the corrupted PPG signal to reduce the motion artefact from the signal. 

x(n) = αa
D(θ)  ua(θ − 1) + αb

D(θ)ub(θ − 1) + αc
D(θ)uc(θ − 1) (1) 

Here the equation for the thee-axis accelerometer signal is given where a, b, c determine the three 

axes in three directions. This is used as the input along with the contaminated PPG signal is fed to 

a filter to decrease the motion artefact (MA) and hence to extract a clean PPG signal. 

2. There are three phases in this algorithm first we perform feature engineering, second is 

preprocessing, classification, pattern recognition. 

The first step here is feature engineering where the features are extracted based upon the data 

available; to speed up the number of iterations we use the PCA method to reduce the 

dimensionality of large datasets into smaller ones. This data is fed onto an ANN classifier where 

the classification occurs with artificial neural networks  

Feature extraction is done using the following equation: 

                              F (∅, g) = ∫ v(θ)  
ge

2π

+∞

−∞
  −

(a−θ)g2

2
 e−2πgθdθ (2) 

Here θ represents the duration, g represents the wavelength, a is the window function. The raw 

data signals are segmented into different signals. These signals are segmented into a matrix of time 

across frequency. The PCA method is used for dimensionality reduction where the large data sets 

obtained are converted into smaller data sets. PCA has an important advantage in classifying the 
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features based on their importance. This serves as the desired input for pattern recognition, in 

pattern recognition, which is used to recognize patterns in raw data depending on the similarities 

in the collection of large data sets. The phases in pattern recognition include sensing the input 

obtained from the raw data, and then the data is segmented, then features are selected based upon 

the other clusters, classification based on the clusters then we process the data before the output is 

generated. 

 PPG signals are recorded during the movement of muscles; these signals as well 

consist of noise, which needs to be reduced to get an accurate result. These signals are detected 

from the surface of the skin. The data here is collected based on six hand movements bypassing 

the EMG signals. The frequency, power spectral density value, mean frequency and peak 

frequency is calculated. To check the performance of EMG features we use class reparability. Then 

we perform statistical analysis to separate the data into two classes. We estimate the performance 

of the algorithm based on six hand movements while closing the hand, opening the hand, extending 

the wrist, flexing the wrist, hand firm and relaxed positions. 

 The difficulty here is to differentiate the feature vector to cluster the EMG signals 

based on their relevant subject depending, as they are associated with noise.  A feature vector is 

important here because it affects the accuracy of the model. Here we use ANN based classification 

model which uses a multilayer perceptron-based feed-forward network.  

 

 

 

 

 

 

 

 

      

                                                                    Output 

 

                                                   Fig 2: Block diagram for MA removal 

The fuzzy wavelet-based packet algorithm: 

Step 1: For each signal, maximization of a full wavelet packet-based decomposition. 

Raw data sensing 

Segmentation 

Feature Extraction 

Classification 

Pattern Recognition 
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Step 2: Construct fuzzy set-based packet wavelength and compute the value of entropy. 

Step 3: Select the optimal solution corresponding to the maximum value estimated. 

Step 4: Sort the elements in descending order with subspaces in between them. 

Step 5: Inherit directly or indirectly to remove the k value from the x set. 

Step 6: The set consists of a feature-based packet wavelength decomposed set. 

The algorithm used here is used to extract features for optimizing the wavelength packet transform 

algorithm. To extract features for every channel connected along with each other that is used for 

the classification model.  

In a collection of signals, the feature vector is applied for each set of data from each cluster 

to make it a tree of the ‘i’ level of decomposition. Then performing normalization of the 

decomposed subset, which is then passed on for filtering the required energy level, hence 

normalizing the feature vectors.  

Tσi,j = log (∑ a (
xi,J

Y ay

A
2i

) (3) 

4. Mutual information estimation for fuzzy wavelet: 

MI is used to determine the dependency between various random number variations. The result is 

highly uncertain. MI approach is used to strengthen the model, maximizing the MI estimation 

capacity between each random variation, we use an algorithm like the k-nearest neighbour 

algorithm. The amount of information measured in entropy is to measure the degree of uncertainty.  

Let us consider, q = {q1, q2 … … … qn}, the fuzzy wavelet value is given as a set consisting of the 

patterns, and to describe the jth vector, the fuzzy wavelet value is given as: 

                                                              Exj = ( 
Rx−RJ

t+θ
 )

2

N−1
 (4) 

In this equation, N is the fuzzy set parameter, and  θ > 0 is a less value to ignore its computation. 

x is a discrete random variable consisting of the fuzzy sets zr to a. 

                                                              S(a, zr)  = 
∑ j∈B− Exj  

DS
  (5) 

We build a fuzzy wavelet set by selecting each feature which will then set a mirror image on the 

class group which adds the features to the sample dataset. The substitute of the fuzzy wavelet to get 

a probability function which trains the patterns belonging to that particular class group. 

                                               X(a, Zr) =  −Sazr log Sazr 
(6) 
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Here the X(a, Zr) can show that the extent to which the sample can be described which belong to a 

class group x which will provide the relevant information to that particular group. 

                                                              X(a, Wr) = ∑Z
X=1 X(a, Zr)  (7) 

The training dataset that belongs to the class group and DS is the collection of patterns set. The 

fuzzy entropy wavelet value is given as  X(a, Wr) given. 

                                                              S(zr) =
∑  ExjF∈B,∀v

DS
 (8) 

For calculating the entropy value amongst all the classes, the entropy value has to be summed up 

to get the set to obtain a set of fuzzy entropy   X(a, Wr). 

                                                              Qσ x,y = ( 
∑ Yx,y,z

θ R z
C

2x

)  (9) 

The entropy set defined satisfies all the conditions and is known as the joint functional fuzzy 

wavelet. The equations are applied to each sample group to determine each feature that is gathered 

to get the set to satisfy the entropy. 

                                                               Ax =
G(N;ax)

Jax
 (10) 

The proposed algorithm extracts feature based on the entropy value which should then be 

normalized and submerged into a subspace. The normalized packet wavelet value is used for 

classification. 

5. EXPERIMENTAL ANALYSIS: 

The main benefit of using our proposed method is to overcome the fluctuations which come across 

a PPG signal. We perform a spectral examination for every subject to find the fuzzy wavelet value 

for each parameter by seeing each frame.  In the first step of the experiment the performance value 

of which technique is evaluated. We perform Feature extraction for evaluating the entropy value 

to select a feature suitable to detect the fuzzy wavelet packet. In the second phase we perform 

classification, we also find the MI value. A windowed approach is used to sense the probability of 

the joint distribution. We compare the result with the ground truth value for subject 4 and subject 

10 of the ISPC SPC dataset. We calculate the Pearson correlation as well as mean absolute error, 

we can conclude that our model is working better in comparison with the existing system. We have 

calculated values for rmse, Mae, and standard deviation.  
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                         Fig 3: Comparison of estimated HR with ground truth of SUBJECT 4 

 

              Fig 4: Pearson Correlation and mean value of SUBJECT 4 
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                 Fig 5: Comparison of estimated HR with ground truth of SUBJECT 10 

 

                 Fig 6: Pearson Correlation and mean value of SUBJECT 10 
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          Table 1: Comparing the performance value of various methods in the ISPC dataset 
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            Table 2: Comparing the performance value of various methods in the ISPC dataset 

CONCLUSION: 

Wireless sensors used in wrist-worn devices have been compressed for efficient heart rate 

monitoring. Estimating the heart rate when a person is exercising because of many variations in 

the heart rate, by incorporating these changes and developing a model is quite challenging. These 

signals are highly arbitrary and consist of motion artefacts, they act as a substitute to the ECG 

signal. Here we have proposed an algorithm for efficient feature extraction, preprocessing that data 

and reducing motion artefacts to estimate accurate heart rate. We have proposed a deep learning 

technique to efficiently sense the heart rate from the PPG signal, which is collected in ambulant 

conditions.  The PPG signal is extracted from the ECG signal, which is extracted from devices via 

IoT. We have checked the performance of our model in comparison with the ground truth value. 

Our model can be extended to accommodate new changes by including new models.  

Conflict of interest: The authors declare no conflict of interest. 
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